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Practical information

Website
Now and in the future, you can find all available class material on
https://rl-vs.qithub.io/rlvs2021/index.html

Video recordings (when authorized by the speakers)
Are (or will be soon) available on the github mirror.
In the coming weeks: on YouTube, with direct embedding on our website.

Matrix chat rooms
Will not be further maintained after one week from now. No further questions allowed. :)

Certificates of registration
Will be sent to all registered participants by email.
NB: not a certificate of attendance, but the program will be detailed.


https://rl-vs.github.io/rlvs2021/index.html
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Teaching assistants

Louis Béthune Etienne de Montbrun Trong-Hieu Tran
Pierre Laforgue Nathalie Neptune Adil Zouitine
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