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World Models 
(Ha and Schmidhuber, NeurIPS 2018)

Can we train such complex heterogenous 
architectures end-to-end through evolution?

• Relies on different training methods
• Random rollouts might not be enough in 

complex emvironments



• Salimans et al. ”Evolution Strategies as a Scalable Alternative to Reinforcement
Learning”, 2017.

• Such et al. ”Deep Neuroevolution: Genetic Algorithms Are a Competitive
Alternative for Training Deep Neural Networks for Reinforcement Learning”, 2018.

Evolution for the Win



Can GAs scale to complex architectures with multiple 
different and interacting components?

Complex heterogenous architectureFeed-forward architecture

?



Neuroevolution

Gomez et al. 2008



Deep Neuroevolution

Neuroevolution

Mutations:

Direct encodings 
(e.g. NEAT)

Indirect encodings 
(e.g. ES-HyperNEAT)



Deep Neuroevolution of Recurrent and Discrete 
World Models (Risi & Stanley, GECCO 2019)

Mutations:



Methods require pre-processing such as edge detection / stacking recent frames 



Experimental Setup
• CarRacing-v0 Solution: Average score > 900 on 100 randomly 

generated tracks 
• 3 network outputs: left/right steering, acceleration and braking 
• Reward of -0.1 every frame, reward of +100/N for each visited track tile
• GA with truncation selection (no crossover), population size 200
• Top 3 elites are evaluated 20 times

Four experimental setups:
• MUT-ALL
• MUT-MOD
• MUT-C
• DISCRETE-MOD



Training Results







Novel approach: Deep Innovation Protection
(Risi & Stanley, AAAI 2021)

• Use multi-objective optimization NSGA-II with additional
”age” objective

• Age is reset to zero when either the VAE or MDN-RNN is 
changed (lower age is better) 



Optimization Details

Age

Ta
sk

 R
ew

ar
d

Pareto Front









Evolutionary Planning 
in Latent Space

(Olesen, Nguyen, Palm, Risi; 
EvoApps 2020)



The world model can be iteratively refined





Meta-Learning through Hebbian Plasticity in 
Random Networks (Najarro & Risi, NeurIPS 2020)

• Networks trained through RL or evolution often static 
during lifetime è limits their adaptation capabilities

• Start network with random weights instead and only 
evolve Hebbian learning rules
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450K trainable parameters



• Video quadruped

3-layer feedforward network with [128, 64, 8] nodes è 61,440 Hebbian coefficients



Wrapping up

• Neuroevolution is now able to scale to 
more complex 3D environments

• Hebbian meta-learning allows quick 
adaptation 

• Hybrid approaches for the win
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